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Abstract: This study aims to cluster laptop price data using the K-Means algorithm to obtain a more structured 

and interpretable price segmentation. The data used in this study consist of laptop price data that have undergone 

a preprocessing stage, including data cleaning, data transformation, and data normalization to ensure optimal 

data quality. The determination of the optimal number of clusters was conducted using the Elbow Method by 

analyzing the Within Cluster Sum of Squares (WCSS) values, which indicated that the optimal number of clusters 

is k = 3. Subsequently, the K-Means algorithm was applied to group the laptop price data into three clusters 

based on price characteristics. The clustering results reveal three main groups, namely low-price, mid-price, and 

high-price laptop clusters. This segmentation provides a clear overview of the laptop market conditions and 

highlights the differences in price ranges among the clusters. The results demonstrate that the K-Means algorithm 

is able to cluster laptop price data effectively and consistently. The resulting segmentation can be utilized as a 

basis for decision-making for consumers as well as business stakeholders in developing marketing strategies and 

determining appropriate laptop pricing. 
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Abstrak:  Penelitian ini bertujuan untuk mengelompokkan data harga laptop menggunakan algoritma K-Means 

guna memperoleh segmentasi harga yang lebih terstruktur dan mudah dipahami. Data yang digunakan 

merupakan data harga laptop yang telah melalui tahap preprocessing, meliputi pembersihan data, transformasi 

data, dan normalisasi untuk memastikan kualitas data yang optimal. Penentuan jumlah cluster dilakukan 

menggunakan Elbow Method dengan menganalisis nilai Within Cluster Sum of Squares (WCSS), yang 

menunjukkan bahwa jumlah cluster optimal berada pada k = 3. Selanjutnya, algoritma K-Means diterapkan untuk 

mengelompokkan data harga laptop ke dalam tiga cluster berdasarkan karakteristik harga. Hasil pengelompokan 

menunjukkan adanya tiga kelompok utama, yaitu cluster harga rendah, harga menengah, dan harga tinggi. 

Segmentasi ini memberikan gambaran yang jelas mengenai kondisi pasar laptop serta perbedaan rentang harga 

antar kelompok. Hasil penelitian menunjukkan bahwa algoritma K-Means mampu mengelompokkan data harga 

laptop secara efektif dan konsisten. Segmentasi yang dihasilkan dapat dimanfaatkan sebagai dasar pengambilan 

keputusan bagi konsumen maupun pelaku usaha dalam menentukan strategi pemasaran dan penetapan harga 

produk laptop. 

Kata kunci: K-Means, Clustering, Data Mining, Harga Laptop, Elbow Method 

 

Pendahuluan  

Permintaan akan peralatan elektronik, terutama laptop, telah meningkat karena 

pertumbuhan teknologi informasi yang pesat. Di berbagai industri, termasuk bisnis, 

pendidikan, dan pekerjaan profesional, laptop telah menjadi alat yang sangat diperlukan. 

Pembeli seringkali kesulitan memilih laptop yang paling sesuai dengan kebutuhan dan 

anggaran mereka karena banyaknya merek laptop, karakteristik, dan variasi harga yang tersedia 

di pasaran. 

Ketersediaan data harga laptop dalam jumlah besar belum sepenuhnya dimanfaatkan 

secara optimal untuk menghasilkan informasi yang mendukung pengambilan keputusan. 

Perbedaan rentang harga yang cukup signifikan serta variasi spesifikasi produk sering kali 

menyulitkan konsumen maupun pelaku usaha dalam memahami pola segmentasi harga secara 

objektif. Analisis harga yang dilakukan secara manual cenderung bersifat subjektif dan tidak 

mampu menangkap pola tersembunyi dalam data berskala besar. Oleh karena itu, diperlukan 

pendekatan analisis data yang sistematis dan berbasis komputasi. Salah satu pendekatan yang 

relevan adalah clustering, yang memungkinkan pengelompokan data berdasarkan tingkat 

kemiripan karakteristik tanpa memerlukan label sebelumnya. Penerapan metode clustering 

pada data harga laptop menjadi penting untuk mengidentifikasi segmentasi harga yang jelas 

dan terstruktur. Penelitian ini menawarkan penerapan algoritma K-Means sebagai solusi untuk 

mengungkap pola harga laptop secara objektif, sehingga memberikan kontribusi dalam analisis 

data produk elektronik serta mendukung pengambilan keputusan berbasis data. 
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Prinsip algoritma K-Means yang sederhana, efektif, dan mendasar menjadikannya salah 

satu teknik pengelompokan yang paling populer. Perhitungan dasar yang diterapkan yaitu 

berdasarkan jarak terdekat ke pusat klaster (centroid). Teknik ini membagi data menjadi banyak 

klaster. K-Means dapat membantu mengklasifikasikan komputer ke dalam kelompok-

kelompok yang berbeda, seperti harga rendah, menengah, dan tinggi. sehingga memudahkan 

analisis dan pengambilan keputusan. 

Penelitian ini bertujuan untuk mengelompokkan data harga laptop menggunakan 

algoritma K-Means dengan menekankan pada penyusunan segmentasi harga yang lebih 

aplikatif dan mudah diinterpretasikan oleh pengguna. Berbeda dengan penelitian sebelumnya 

yang umumnya hanya berfokus pada penerapan algoritma K-Means tanpa mengaitkan hasil 

clustering dengan kebutuhan pengguna, penelitian ini diawali dengan tahap pembersihan data 

yang lebih sistematis untuk meningkatkan kualitas data sebelum proses pengelompokan. Selain 

itu, penelitian ini menekankan interpretasi hasil clustering berdasarkan perspektif anggaran 

(budget-based segmentation), sehingga setiap cluster yang terbentuk merepresentasikan 

kelompok harga yang relevan dengan kemampuan finansial pengguna. Dengan pendekatan 

tersebut, hasil penelitian diharapkan tidak hanya menunjukkan performa algoritma K-Means, 

tetapi juga memberikan nilai tambah dalam mendukung pengambilan keputusan konsumen 

melalui pemetaan segmentasi harga laptop yang lebih kontekstual dan praktis. 

 

Metode Penelitian  

Penelitian ini menggunakan pendekatan kuantitatif dengan metode data mining, 

khususnya teknik clustering menggunakan algoritma K-Means. Tujuan penelitian adalah 

mengelompokkan data laptop berdasarkan harga, sehingga dapat memberikan informasi yang 

lebih terstruktur dalam analisis pembelian laptop. 

1. Sumber dan Pengumpulan Data 

Data yang digunakan dalam penelitian ini merupakan data sekunder berupa data laptop 

yang mencakup nama laptop, merek, model, harga, serta spesifikasi pendukung seperti 

kapasitas RAM dan penyimpanan SSD. Data dikumpulkan dari sumber daring (online) melalui 

kaggle.com  yang menyediakan informasi produk laptop. Jumlah data sebanyak 306 data, yang 

nantinya akan melewati beberapa preprocessing data sebelum dilakukan pengolahan seperti 

yang terlihat pada Gambar 1 dibawah ini. 

 
Gambar 1. Alur Penelitian 
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2. Tahapan Penelitian 

Gambar 1 merupakan alur penelitian secara umum yang telah dilakukan, dimana uraian 

dari alur tersebut  dapat dilihat pada penjelasan berikut: 

a. Data Preparation 

Tahap awal penelitian meliputi pengumpulan dan pemeriksaan data untuk memastikan 

kelengkapan dan konsistensi data. Data yang tidak lengkap atau tidak relevan diidentifikasi 

untuk diproses lebih lanjut. 

b. Data Preprocessing 

Pada tahap ini dilakukan pembersihan dan pengolahan data, meliputi: 

1) Pemilihan atribut yang relevan untuk proses clustering (Nama laptop ,Brand, Model, 

Harga). 

2) Normalisasi data menggunakan metode StandardScaler agar setiap fitur memiliki 

skala yang seimbang. 

3) Memisahkan data Nama Laptop yang isinya terdiri dari Nama Laptop, RAM dan SSD 

4) Penanganan data kosong (missing value). 

5) Transformasi data ke dalam bentuk numerik. 

c. Penentuan Jumlah Cluster 

Penentuan jumlah cluster optimal dilakukan menggunakan Elbow Method dengan 

mengamati nilai Within Cluster Sum of Squares (WCSS). Titik siku (elbow) pada grafik 

digunakan sebagai dasar penentuan jumlah cluster terbaik. 

d. Proses Clustering dengan K-Means 

Setelah jumlah cluster ditentukan, algoritma K-Means diterapkan untuk 

mengelompokkan data laptop berdasarkan kemiripan karakteristik. Setiap data akan 

ditempatkan pada cluster dengan jarak terdekat terhadap pusat cluster (centroid). 

e. Evaluasi dan Analisis Hasil 

Hasil clustering dianalisis untuk mengetahui karakteristik masing-masing cluster, 

seperti kelompok laptop dengan harga rendah, menengah, dan tinggi. Analisis ini digunakan 

untuk memberikan interpretasi terhadap hasil pengelompokan yang diperoleh. 

3.  Tools dan Perangkat Lunak 

Penelitian ini menggunakan bahasa pemrograman Python dengan bantuan pustaka: 

a. Pandas untuk pengolahan data, 

b. Scikit-learn untuk preprocessing dan algoritma K-Means, 

c. Matplotlib untuk visualisasi grafik Elbow Method. 

 

Hasil dan Pembahasan  

Berdasarkan hasil penerapan algoritma K-Means Clustering terhadap data harga laptop, 

diperoleh pengelompokan data ke dalam tiga cluster utama. Penentuan jumlah cluster 

dilakukan menggunakan Elbow Method, yang menunjukkan titik siku (elbow) pada nilai k = 3 

seperti yang terlihat pada Gambar 2. Hal ini mengindikasikan bahwa tiga cluster merupakan 

jumlah yang paling optimal untuk merepresentasikan variasi data harga laptop. 

Perhitungan Elbow Method 

Elbow Method digunakan untuk menentukan jumlah cluster (k) yang optimal pada 

algoritma K-Means dengan mengamati nilai Within-Cluster Sum of Squares (WCSS) atau 

inertia. Meskipun demikian, algoritma K-Means memiliki beberapa keterbatasan, antara lain 

sensitif terhadap keberadaan outlier serta ketergantungan pada inisialisasi centroid awal yang 

dapat memengaruhi hasil pengelompokan. Oleh karena itu, tahap pembersihan dan normalisasi 

data dilakukan untuk meminimalkan pengaruh outlier dan meningkatkan stabilitas hasil 

clustering. 
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1. Rumus Jarak (Euclidean Distance) 

K-Means menggunakan jarak Euclidean untuk menghitung kedekatan data dengan 

pusat cluster: 

d(xi,cj)=√∑ (xin-cjn)2 m
n=1  . . . . . . . . . . . . . . . . . (𝑖)  

Keterangan : 

xi = data ke - i 
cj = centroid cluster ke -j 

m = jumlah atribut 

2. Rumus WCSS (Within-Cluster Sum of Squares) 

WCSS merupakan total jarak kuadrat antara setiap data dengan centroid cluster-nya: 

𝑊𝐶𝑆𝑆 =  ∑ ∑ ||𝑥𝑖 − 𝑐𝑗||2 . . . . . . . . . . . . . . . (𝑖𝑖)

𝑥𝑖∈𝐶𝑗

𝑘

𝑗=1

 

Keterangan : 

𝑘 = jumlah cluster 

𝐶𝑗 = cluster ke - j 

xi = data pada cluster ke - j 

𝑐𝑗 = centroid cluster ke -j 

3. Prinsip Elbow Method 

Nilai WCSS  

a) Tinggi saat jumlah cluster kecil 

b) Menurun seiring bertambahnya jumlah cluster 

c) Jumlah cluster optimal ditentukan pada titik “siku” (elbow), yaitu saat penurunan WCSS 

mulai melambat secara signifikan. 

 

 

 

 

 

 

 

 

 

 

 

Gambar 2. Elbow Method 

Seperti yang terlihat pada Gambar 2 grafik Elbow Method menunjukkan penurunan 

nilai WCSS yang signifikan terjadi saat nilai k bernilai 1 hingga 3. Setelah k=3 , penurunan 

WCSS cenderung landai. Oleh karena itu, jumlah cluster optimal ditetapkan sebanyak 3 cluster 

 Ketiga cluster tersebut dapat diterjemahkan dengan kelompok sebagai berikut: 

1. Cluster 0 (Laptop Harga Rendah) 

Cluster ini berisi laptop dengan harga relatif rendah. Umumnya laptop pada cluster ini 

ditujukan untuk kebutuhan dasar seperti administrasi perkantoran, pembelajaran, dan 

penggunaan sehari-hari. Spesifikasi perangkat cenderung standar dengan kapasitas RAM 

dan penyimpanan yang lebih kecil. 

2. Cluster 1 (Laptop Harga Menengah) 

Cluster ini terdiri dari laptop dengan harga menengah yang memiliki spesifikasi lebih baik 

dibandingkan cluster harga rendah. Laptop pada kelompok ini umumnya cocok untuk 
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kebutuhan multitasking, pekerjaan profesional ringan, serta penggunaan aplikasi 

produktivitas yang lebih kompleks. 

3. Cluster 2 (Laptop Harga Tinggi) 

Cluster ini mencakup laptop dengan harga tinggi yang biasanya memiliki spesifikasi 

unggulan, seperti RAM besar, kapasitas SSD tinggi, serta prosesor dengan performa tinggi. 

Laptop dalam cluster ini ditujukan untuk kebutuhan profesional, desain grafis, pengolahan 

data, maupun aktivitas komputasi berat lainnya. 

Setelah didapat nilai k=3, selanjutnya yang harus dilakukan adalah melakukan 

perhitungan K-Means berdasarkan nilai k tersebut. 

Algoritma K-Means 

Algoritma K-Means merupakan metode clustering yang bertujuan mengelompokkan data ke 

dalam k cluster berdasarkan tingkat kemiripan, yang diukur menggunakan jarak tertentu 

(umumnya jarak Euclidean). 

1. Penentuan Jumlah Cluster 

2. Inisialisasi Centroid 

Centroid awal (𝑐𝑗 ) dipilih secara acak dari data: 

𝑐𝑗 =(𝑐𝑗1, 𝑐𝑗2, . . . , 𝑐𝑗𝑚)   

Keterangan: 

𝑗 = 1,2, . . . , 𝑘 
𝑚 = jumlah atribut 
3. Menghitung Jarak Data ke Centroid 

Jarak antara data xi dan centroid cj di hitung menggunakan Euclidean Distance dalam rumus 

persamaan ke-i. 
1. Penentuan Cluster 

Setiap data akan dimasukkan ke cluster dengan jarak terdekat 

5. Pembaruan Centroid 

Centroid baru dihitung dari rata-rata seluruh data dalam cluster: 

cj
new = 

1

|Cj|
 ∑ xi

xi∈Cj

 

Keterangan : 

Cj = cluster ke - j 

|Cj| = jumlah data dalam cluster ke - j 

6. Fungsi Objektif K-Means 

K-Means bertujuan meminimalkan Within-Cluster Sum of Squares (WCSS) seperti 

persamaan-ii 
7. Kriteria Berhenti 

Proses iterasi dihentikan apabila: 

a) Centroid tidak berubah, atau 

b) Tidak ada perpindahan data antar cluster, atau 

c) Iterasi maksimum tercapai 

Algoritma K-Means bekerja dengan cara menghitung jarak antara data dan centroid 

menggunakan jarak Euclidean, kemudian mengelompokkan data ke dalam cluster terdekat. 

Proses ini diulang hingga tidak terjadi perubahan centroid atau jumlah iterasi maksimum 

tercapai. 
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Tabel 1. Hasil Cluster 
Cluster Jumlah Rata- rata  

Harga(juta) 

Harga(juta) 

Min 

Harga Max (juta) Kategori 

0 203 235.83 101.999 355.0 Harga 

Rendah 

1 83 474.36 365.0 750.0 Harga 

Menengah 

2 5 1227.96 950.0 1599.9 Harga 

Tinggi 

Hasil clustering pada tabel 1. menunjukkan adanya segmentasi harga yang jelas, yaitu 

kelompok laptop dengan harga rendah, menengah, dan tinggi. Setiap cluster memiliki 

karakteristik yang berbeda dan dapat merepresentasikan segmentasi pasar laptop secara tepat. 

Proses iterasi K-Means menghasilkan centroid yang stabil, menandakan bahwa proses 

pengelompokan telah mencapai kondisi konvergen. Penyebaran cluster tersebut dapat dilihat 

pada gambar dibawah ini. 

 
Gambar 3. Visualisasi hasil Cluster 

Kesimpulan  

Berdasarkan hasil penerapan algoritma K-Means pada data harga laptop, dapat 

disimpulkan bahwa metode ini mampu mengelompokkan data secara efektif berdasarkan 

tingkat kemiripan karakteristik numerik yang digunakan. Penentuan jumlah cluster optimal 

dilakukan menggunakan Elbow Method, yang menunjukkan titik siku pada nilai k=3, sehingga 

data dikelompokkan ke dalam tiga cluster utama. 

Dengan demikian, algoritma K-Means terbukti efektif dalam membantu analisis 

pengelompokan data harga laptop. Penelitian ini juga menunjukkan bahwa metode clustering 

dapat menjadi pendekatan yang relevan untuk pengolahan dan analisis data produk elektronik 

 

Rekomendasi  

Pengambilan data pada penelitian kali ini cukup sulit, karena  terbatasnya data berbasis 

bahasa indonesia yang tersedia di platform online yang sudah terekstrak. Saran untuk penelitian 

selanjutnya adalah lakukan pengambilan data mandiri menggunakan tools yang 

memungkinkan, data review yang dibahas bisa dikembangkan ke produk lainnya dan 

menggunakan metode selain Kmeans. 
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